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Abstract—Due to their low delay and complexity, short length 

codes are attractive for use in wireless communication systems. 

Turbo and Low-Density Parity Check (LDPC) codes achieve 

excellent error correction capability and good performance at large 

block lengths, while the complexity and delay increase exponentially 

with block length. The main contribution of this work is to design a 

code with low time delay and low computation complexity, while 

having a improved BER performance. The proposed code is based on 

convolutional encoding and LDPC decoding, and can support 

variable block sizes and multiple code rates. The architecture of this 

code is investigated for short block length, which aims at optimizing 

performance by growing the generator and parity-check matrices. 

The proposed codes are evaluated and simulated over additive white 

Gaussian noise (AWGN) channel and Quadrature Phase Shift Keying 

(QPSK) modulation scheme, and then compared with irregular LDPC 

and turbo codes using a range of rates and block lengths. Theoretical 

analysis denotes that the structure of this code offers advantages in 

terms of latency and complexity, while simulation results show that 

the proposed code outperforms the irregular LDPC code by 0.4 dB 

and outperforms the turbo code (used in LTE) by 0.2 dB in terms of 

BER performance. 

 

Keywords—LDPC codes, Convolutional encoder, LTE turbo 

code, Low-density parity-check matrix (H), Decoding complexity, 

Decoding delay, the BER performance. 

I. INTRODUCTION 

nterest in short length codes has been rising recently due 

to their low delay and complexity. In addition, transmission 

over a multiple code rate system is desirable when the channel 

is time-varying. A code of short length and multiple rates can 

be achieved using low-density parity check codes [1]. These 

codes were first invented by Gallager in the early 1960s, then 

improved by MacKay and Neal in the late 1990s [2, 3]. It is 

shown that LDPC codes are able to closely approach the 

channel capacity and they are very power efficient among 

short length blocks [4]. LDPC codes are described by a sparse 

parity-check matrix (H) and called low-density parity check 

since the density of ones in H matrix is very low. These codes 

achieve a high bit error rate (BER) performance (low error 

floor) at long lengths, however, their computation complexity 

increases linearly with respect to block length. In the last 
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decades, many researchers confirmed that LDPC codes can be 

decoded in a similar manner to convolutional and turbo codes, 

and they are actually able to beat the turbo codes in terms of 

bit error floor, computational complexity, and decoding time 

[5-8]. A detailed study of modern codes for 4G and future 

generations of mobile communication systems is presented in 

[9], where the performance and the stability of LDPC and 

turbo codes are explored in this study. In [10], researchers 

showed that LDPC codes work very well at high and low code 

rates, and due to good performance, they are featured as 

channel coding for the WiMax standard [11]. An efficient 

method named convolutional LDPC or recursive LDPC has 

been invented in order to simplify hardware implementation 

and reduce computation complexity as well as to reduce the 

time required for encoder/decoder. These methods employ the 

convolutional technique to encode information instead of 

using the encoding of LDPC block code, where the encoder 

uses only a small number of memory units [12-16]. In the 

recursive encoding method, complexity and the delay are 

significantly reduced. However, this method was presented for 

large code lengths and several constraints must be considered 

in constructing the H matrix. In this paper, we proposed a 

novel method to construct a systematic recursive irregular 

short length LDPC code using a simple implementation of the 

convolutional encoder and a specific structure of the irregular 

parity-check matrix. The proposed code is suitable for low 

delay transmission and can support variable length multi-rate 

code. The paper is organized as follows; Section II: introduces 

standard LDPC code. Section III: shows the basic construction 

of convolutional encoder. An overview of turbo code of LTE 

is presented in section IV. The proposed model is depicted in 

section V, and the simulation results with their discussions are 

detailed in section VI. Section VII shows the conclusion of the 

paper. 

II. LDPC CODES 

LDPC codes are characterized by a binary matrix of size (m 

x n) called parity-check matrix, where m and n represent the 

number of parity check equations and the code length 

respectively. This H matrix contains a small number of non-

zero elements (ones) and is defined with two main parameters, 

row weight (  ) and column weight (  ),. The    corresponds 

to the number of non-zero elements in a row and the    

corresponds to the number of non-zero elements in a column. 
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If the    and    Are uniform with all the rows and columns, 

then the codes are called regular LDPC codes such as the 

LDPC codes that were presented by Gallager. With the non-

uniform    and   , the codes are called irregular codes [17]. It 

has been shown that irregular LDPC codes are able to achieve 

a better performance compared to the regular LDPC code [18]. 

The performance of LDPC decoder can be efficiently 

performed using Tanner graph [19]. This graph represents the 

H matrix and contains two sets of nodes, variable nodes and 

check nodes which represent the n bits of a code and the parity 

constraints respectively. Variable and check nodes are 

connected by edge connections where the number of edges in 

the graph is equal to the number of ones in H matrix. Fig. 1 

shows an example of  the Tanner graph for H matrix given as 

  [

               
               
               
               

]                  (1) 

The columns are represented by eight variable nodes, and 

the rows are represented four check nodes. As shown in the 

figure, H has a row weight of 4 and a column weight of 2. 

 

The LDPC code, x is constructed so that 

             ,                           (2) 

    can be written as 

                              (3) 

Correspondingly, H matrix can be split into two matrices as 

                             (4) 

Also, (1) may be written as 

                            (5) 

Then, if the matrix B is non-singular, the LDPC code can be 

found as 

                            (6) 

The LDPC code performance is most related to the 

construction of H parameter. There are three significant 

properties of H matrix: row-column (RC) constraints, girth, 

and rank. The RC constraints represent the weight of ones in 

rows and columns represented in H matrix, where the number 

of RC constraints directly relates to the code length. The girth 

is the length of shortest cycles of Tanner graphs, while the 

rank is the maximum number of linearly independent row 

vectors of the matrix. Tanner graph with larger girth result in 

LDPC codes with better convergence and performance since 

the minimum distance is increased by increasing the girth. In 

the receiver, many algorithms are known to recover 

information such as [20]: 1) Sum-Product algorithm (SPA), 2) 

Min-Sum algorithm, 3) Min-Max algorithm, 4) Message-

Passing algorithm and 5) Bit-Flipping Decoding algorithm. 

The SPA is based on belief propagation and has the best 

decoding performance, but with a high computational 

complexity [21]. This algorithm can be applied with low 

complexity and optimal performance using a simplified 

method presented in [22]. In this paper, all simulation results 

are obtained using the sum-product algorithm.  

III. CONVOLUTIONAL ENCODER 

By convolutional encoder, codes come in a serial form 

instead of a block form. This encoder is represented by a set of 

shift registers and multiplexers. In general, it is specified by 

three main parameters, (n, k, and K), where n corresponding to 

the number of output bits, k represents the number of input 

bits, and K denotes the length constraint. The convolutional 

encoder combines the bits stored in shift registers to generate 

the code [20]. It can be recursive or non-recursive, systematic 

or non-systematic and characterized by different types of 

diagrams [24]. Fig. 2 shows an example of (2,1,4) 

convolutional encoder with a code rate of 1/2. It is a model for 

the systematic and non-recursive encoder and comprises two 

branches of encoder each with distinct impulse responses. 

The impulse response and the constraint length are two 

important parameters of the convolutional encoder. Parameter 

1 specifies the linearity and causality of the system and is 

called generator sequence or generator polynomial. Parameter 

2 refers to the maximum bits that may be affected, by any 

input bit. For instance, the impulse response streams       

and       for the input                  for the encoder 

shown in Fig. 2 can be introduced as follows: 

                                          (7) 
                                   (8) 
In the sequence form,       and        can be represented as 

             and             . Generator sequences 

are often specified in the octal form. For example    and    

can be written as       and      , and also can be 

specified in a polynomial form as 

                               (9) 
                             (10) 
where D is an operator related to the Z-transform. The linear 

combination of the two sequences can be described as 

                                  (11) 
The generator matrix of the convolutional encoder can be 

described in a matrix form as  

 

 
Fig. 1 Tanner Graph Representations of LDPC code 

 

Fig. 2 a model of convolutional encoder
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  ]        (12) 

Then, the transform of the encoder output can be expressed as 

                               (13) 
where      is the input sequence and 

                                  (14) 
For       = (1 0 1 1) and       = (1 1 0 1), the generator 

matrix is 

  

[
 
 
 
 

 

                                                    
                                                    
                                                   
                                                   

 

 

]
 
 
 
 

      (15) 

If data sequence                  , then block code can be 

found as:- 

                            (16) 
To confirm a better degree distribution of ones and girth, 

and then provides improved BER performance, the length of 

the generator r must be selected so that it is no less than k/4. 

 

IV. AN OVERVIEW OF TURBO CODE FOR LTE 

Turbo codes were invented in 1993 by Berrou [23]. They 

are the best available error correction technique in the last few 

years and standardized in the 3G standard because they can 

achieve near Shannon limit error correction [24]. The turbo 

code is a combination of two codes that work together. It is 

formed from a parallel concatenation of two convolutional 

encoders separated by an interleaver. These encoders are 

recursive and systematic in practice [20]. Turbo codes achieve 

a better performance than convolutional codes when the length 

of the interleaver is very large. Therefore, for improved code 

performance, a large block size random interleaver is required. 

However, the delay and the computational complexity of the 

encoder and decoder are increased when the length of the code 

is increased. At short block length code, the BER performance 

of turbo code is worse than that of a convolutional code while 

the computation complexity is similar. For many applications 

such as mobile systems, complexity and delay are important 

issues in choosing the length of block code. Many of 

interleaver designs are suggested to improve the performance 

of short length code [25]. Turbo code is the only channel 

coding used to process data in Long Term Evolution (LTE) 

and LTE Advanced standards. These standards provide mobile 

access technology for the latest mobile communication 

systems which are investigated to increase the capacity and 

throughput performance for 4G systems [26]. LTE is designed 

to be scalable, (i.e., it can be updated without disrupting 

current services) [27]. In LTE, coding is one parameter which 

is used to choose the order of modulation, where different 

modulation schemes are used to improve the throughput and 

achieve high data rates. The modulation schemes used in LTE 

standards are QPSK, 16QAM, and 64QAM depending on 

channel quality. The LTE turbo encoder as shown in Fig. 2, 

consists of three streams. The first stream represents 

systematic bits (Sk), while the second and third streams (P1 

and P2) refer to the two parity bit streams. Each convolutional 

encoder also contains tail of 4 bits as trellis termination. For 

an input data bits of size K, the output of each convolutional 

encoder is a stream of length K+4, and the coding rate of the 

LTE code slightly less than 1/3. LTE uses 188 values for K. 

The smallest K is 40 and largest is 6144, where short length 

codes are specified to allow a better channel estimation [26]. 

For smallest input block size K=40 bits, the corresponding 

code length is 152 bits. 

At the decoder, all operations of the encoder are inverted. 

Two decoders and two interleavers in a feedback loop are 

performed to decode information in the receiver. The same 

trellis structure and interleaver performed in the encoder are 

used in the decoder , but with an iterative operation where 

BER performance and complexity of the decoder directly 

relate to the number of iterations. 

V. SYSTEM MODEL 

In communication systems, low BER performance is a 

necessary but not a sufficient requirement. The delay (time 

required for encoding and decoding) and hardware 

implementation of the encoder and decoder also need to be 

considered. Short length codes are specified in the latest 

communication systems as they allow better channel 

estimation and as they achieve improvements in terms of delay 

and complexity. A lot of studies have been done to achieve 

these requirements. In [27, 28], researchers propose several 

methods to reduce the decoding complexity of short length 

LDPC codes by growing the parity-check matrix and by 

updating the individual decoder algorithm, while achieving a 

code with simpler construction is still a challenge. In this 

work, we attempt to construct a short length code with low 

complexity and low delay and also having an improved 

performance when it is compared with LDPC and turbo codes 

through: 

1) Using LDPC decoder at the receiver instead of using a 

turbo decoder. This has lead to simplifying the structure 

of the decoder since standard turbo decoder composes of 

two convolutional decoders and two interleavers while the 

LDPC decoder is performed by a structure of one 

component. 

2) Using a non-systematic convolutional encoding technique 

Fig. 3 
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to encode the information instead of using LDPC block 

encoding. By standard method (block method), the LDPC 

encoder uses a large number of addition and 

multiplication operations to perform the LDPC code. As 

known, the number of operations is proportional to the 

size of H matrix and the number of the non-zero element 

of H matrix, as well as to the method used in encoding. 

Two encoding methods are known for LDPC block 

encoding [20]: preprocessing method and efficient 

encoding method. The two methods have a computational 

complexity of       and      respectively, where n is 

the code length. However, in the case of convolutional 

encoding, data bits come in a serial form instead of a 

block form, and only a small number of memory units, 

represented by a set of shift registers, are used in the 

encoding. Clearly, no logical operations are required in 

the encoder, and the generated code is identical to that 

code generated by the LDPC block encoder. In such a 

case, the proposed structure has a clear advantage in terms 

of hardware implementation and computational 

complexity. 

3) Construct an efficient parity check matrix having a large 

girth by carefully specifying the parameters of the 

encoder. This can be accomplished by removing girth 4 

when specifying the impulse response of the 

convolutional encoder. The parity-check matrix used in 

the decoder is derived from the generator matrix which is 

constructed from the generator sequence or impulse 

response of the convolutional encoder. In the SPA, the 

smaller the cycles the fewer the number of iterations that 

are correlation free, so maximizing girth of the matrix 

increases the number of correlation-free iterations and 

then the convergence of decoding will be enhanced [17, 

29]. Clearly, high convergence means low delay 

decoding. 

4) The impulse response of convolutional encoder is to be 

specified so that it leads to constructing irregular H 

matrix. This has advantages in terms of decoding 

complexity and BER performance since the irregular H 

matrices achieve a performance comparable with that of 

turbo codes and can be decoded with a very low-

complexity iterative decoding scheme [30]. 

5) Avoiding the variable nodes that having a low number of 

edge connections in the Tanner graph by adding a 

sequence of zeroes as inputs at the end of the information. 

This increase the degree sequence of the node and then 

enhances the BER performance of the code since the 

performance of irregular LDPC code improves when the 

degree sequence has a large value, where the degree 

represents the number of edges connected to a node [17]. 

6) Increasing the signal to noise ratio of the received code 

before decoding and using an H matrix with extended 

size. At high signal to noise ratio, LDPC decoder can 

decode the information with the lowest number of average 

iterations. This certainly reduces the computational 

complexity and time required for the decoding and 

achieves optimum performance [31, 32]. As well as, the 

process of adding zeros of a certain size in the encoder 

requires extending the H matrix of the same size. This 

improves decoding performance since the LDPC decoder 

with large parity matrix achieves a better performance.  

As introduced, the proposed model reduces the number of 

multiplications and additions required in the encoder by 

replacing the LDPC block encoding with only a set of the shift 

register, the receiver uses LDPC decoder instead of using a 

turbo decoder, and its constructed H matrix has an irregular 

Tanner graph with a large girth. By this model, hardware 

structure is minimized, the computational complexity and 

delay are reduced, and the code BER performance is improved 

compared to the turbo and LDPC codes. The generated code is 

a short length code and based on convolutional encoder and 

LDPC decoder, thus named SLC-LDPC code. The two 

following sections show how encoder and decoder are 

constructed. 

A. Encoder Construction 

Here, we attempt to construct a recursive and systematic 

encoder. The recursive encoding means that the encoder 

repeats the encoding procedure after a specific length of 

information. The code is systematic in that, the data bits are a 

part of the code and the parity-check matrix is a repeat-

accumulate matrix like to the matrix of standard WiMAX code 

[11]. These considerations simplify the structure, 

implementation and allow the code to be easily encoded and 

decoded. In the convolutional encoder, the code is generated 

using a set of shift registers which are implemented according 

to the impulse response or generator sequence. Generator 

sequence is a key parameter of the proposed code since it 

specifies the configuration of the encoder and the decoder. 

The block diagram depicted in fig. 4 shows the simplest way 

to generate SLC-LDPC code. Firstly, the information is 

encoded into two pairs of the parity bit, and secondly, the 

information is added at the end of the code by the multiplexer. 

The memory unit is only used to illustrate that the information  

Fig. 4 Block diagram of the SLC-LDPC code generator. 

 

is separated from the parity bits and the code generated is 

similar to the WiMAX LDPC code. 

Number citations consecutively, in square brackets [1]. The 

sentence In addition to data bits, a sequence of zero bits of 

length Li is added at the end of the information and provided 

as input to the shift registers. This addition shifts data 

sequence by Li times and increases the parity sequence from k 
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to k+Li, where k is the size of information bits. The most 

important benefit of adding zero bits is that it allows for 

providing a code with variable lengths and multi-rates. As 

well as constructing a code that is compatible with LTE turbo 

codes in terms of code length and rate. As a result, parity bits 

are produced separately from information using a 

convolutional encoder, and then the information is added at 

the end of parity bits to perform the SLC-LDPC code. Fig. 2 

shows an example of a convolutional encoder with a code rate 

of 1/2 and specific generator sequences. In general, the 

generator matrix of the proposed code can be obtained using 

the following procedure.  

Let       
    

     
   and       

    
     

   then the 

linear combination of two sequences corresponding to (11) is 

      
      

      
       

      
  , where r is the degree of 

generator polynomial and      . The generator matrix for 

infinite data inputs using (12) can be found as 

   

[
 
 
 
  

      
      

       
      

                      

              
       

       
       

      
         

                          
       

       
       

      
 

 

  

]
 
 
 
   (17) 

The structure of such a matrix provides recursive encoding, 

where for an infinite number of input symbols, the encoder 

generates an infinite number of encoding symbols. This 

method of encoding significantly reduces encoding time and 

computational complexity compared to block code encoding. 

For k data inputs and Li zero inputs, the convolutional 

generator matrix,    can be expressed as  

                              (18) 
Adding the data sequence to the output of the convolutional 

encoder, M matrix can be rewritten as 

   

 

[
 
 
 
              

      
      

       
      

                      

                          
       

       
       

      
         

                                      
       

       
       

      
 

 

  

]
 
 
 
 (19) 

Then, the equivalent generator matrix of the encoding can 

be expressed as 

                                 
(20) 

Since the zero sequence is not a part of the sent information, 

the actual generator matrix of the SLC-LDPC encoder is 

                               (21) 
Clearly, G matrix directly relates to configuration and 

length of the impulse response of convolutional encoder, and 

the generated code bof this method is identical to that code 

generated by LDPC block code. To optimize code efficiency, 

the length of generator sequence is selected so that it is not 

less than k/4 and the Tanner graph is free from girth 4. 

B. Decoder Construction 

In the receiver, LDPC decoder is employed to decode the 

information from the received code. The H matrix is the most 

important parameter in LDPC decoder where constructing an 

efficient H matrix is the key to designing a good LDPC 

decoder. The H matrix is constructed using the generator 

matrix which was extracted from the impulse response of 

convolutional encoder. Generator matrix was constructed so 

that it leads to produce an efficient H matrix for the decoder. 

Using encoder parameters, H matrix can be obtained as 

follows. 

The equivalent generator matrix which is represented by (20) 

can be written as 

         |                       (22) 
where   is identity matrix correspond to the data bits and   is a 

matrix represents parity-check s. 

Select     |                such that            (23) 

Find                 |                (24) 

H matrix is derived from the equivalent generator matrix; 

however, to correctly decode the received SLC-LDPC code, 

the structure also requires adding a number of zero inputs of 

size Li to the decoder corresponding to that added through the 

encoding process. This process improves decoder efficiency 

and provides codes with variable lengths and multi rates. 

Clearly, if n = 3k and no zero inputs are considered in the code 

(Li=0), then the constructed H matrix has a size of (k, 3k) and 

the code rate exactly equals to 1/3. The length, rate, as well as 

the performance of the code, will be changed when the Li is 

changed. For an efficient H matrix, several factors need to be 

considered through the construction of impulse response or 

generator sequence for the convolutional encoder.  

1) The degree of the impulse response, r must be larger than 

k/4 to ensure a good degree distribution of ones in H,  

2) To remove girth 4 from the Tanner graph, the code that is 

performed by the linear combinations of the two impulse 

responses of the two branches must be prefix-free, that is, 

this code is free from similar individual codes. 

3) The sparsity of H matrix is required for the high 

algorithmic efficiency. So, efficient encoding can be 

satisfied if ones are sparse in the generated sequence. 

Now, we have selected a simple example to verify the 

theory and to explain how the code is constructed. We 

consider a convolutional encoder with 1/2 code rate and (n, k, 

K) = (2, 1, 4). This encoder has one input bit, two output bits, 

and aconstraint length of four. The impulse response that is 

selected for the two branches are 

                                 (25) 
                                 (26) 
The linear combination of the two encoders is 

                                    (27) 
This encoder can be performed by a simple set of shift 
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registers as in fig. 4. 

Suppose Li=0, the convolutional generator matrix is 

   

[
 
 
 
 
 
 
                                       
                                       
                                       
                                       
                                       
                                       

 

 

]
 
 
 
 
 
 

    (28) 

For input data bits k=6, the equivalent generator matrix for 

the SLC-LDPC encoder can be calculated according to (20). 

   

[
 
 
 
 
 
                                                   
                                                   
                                                   
                                                   
                                                   
                                                   ]

 
 
 
 
 

   

                     (29) 

In this example, we consider k=6 bits and n=3k so that the 

code rate is 1/3 and the corresponding code length is 18 bits. 

The systematic parity-check matrix has a size of (12, 18) and 

it can be performed using (24).  

  

[
 
 
 
 
 
 
 
 
 
 
 
                                   
                                   
                                   
                                   
                                   
                                   
                                   
                                   
                                   
                                   
                                   
                                   ]

 
 
 
 
 
 
 
 
 
 
 

         (30) 

The Tanner graph representation of the H matrix is shown 

in Fig. 6. The rectangles represent check nodes and the circles 

represent variable nodes. The empty circles correspond to data 

bits while the filled circles denote parity bits. 

From the H matrix and its Tanner graph, we can note that 

the parity check matrix has a recursive structure, that is, if the 

code length is increased by the encoder, the decoder requires 

only a number of edges to be added to the structure in a 

recursive manner. Such adding is easy to implement since the 

edge connections of the added nodes are similar to the edge 

connections that exist in the graph. This can be done in 

parallel and thereby permitting fully parallel or partially 

parallel decoder construction. In addition, by this approach, a 

range of code rates and code lengths can be achieved so that 

the code proposed can be considered as having variable length 

and multi-code rates. To illustrate that the proposed H matrix 

has a recursive structure, the edge connections from the 

seventh parity node are depicted in Fig. 7. This figure shows 

how edge connections from parity nodes to variable nodes are 

repeated over the code length in a recursive manner. 

 

 

 There are six authors or more. Use a space after authors' 

initials. The characteristics of this structure can be 

summarized as follows: 

1) The code is systematic since the information is a part of it. 

2) The decoder has a recursive structure so that the parity 

bits are determined depending on data bits and encoded 

parity bits. This provides significant advantages in terms 

of implementation complexity and delay. 

3) H is a random and irregular matrix where the edge 

connection with the variable node connects to a check 

node one position away. This reduces delay and improves 

BER performance. 

4) Girth 4 is removed from the H matrix and the Tanner 

graph has a longer girth. This leads to improve BER 

performance because minimum weight, distance increases 

by increasing the girth, and also reduces delay since it 

reduces the number of iterations required in the decoding.  

5) The convolutional encoder can be constructed so that the 

generated SLC-LDPC codes have a good minimum 

distance, and also the Tanner graph of these codes 

contains edge connections of a short cycle.  

6) By a process of shifting the information, the proposed 

structure is capable of providing codes with variable 

lengths and multi rates. 

7) The structure can avoid variable nodes that have a low 

number of edges in the Tanner graph and can then provide 

codes with a high BER performance. 

8) The process of adding zero bits at the decoder also 

improves decoding performance and reduces decoding 

delay because this process increases the signal-to-noise 

ratio (SNR) of the received code, and also because the 

added bits represent symbols of a high probability 

 

VI. SIMULATION AND RESULTS 

We evaluate the BER performance of the proposed code 

over a range of code lengths and different code rates using 

additive white Gaussian noise channel and QPSK modulation 

scheme. All simulation results are obtained using a specific 
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generator sequence and a sum-product decoding algorithm. 

We first simulate the performance of the SLC-LDPC code to 

prove the idea by comparing a standard SLC-LDPC code 

(Li=0 and R=1/3) with un-coded QPSK modulation signals 

and LDPC standard codes. Then, we reconstruct the code to be 

compared with the turbo codes that are used in the LTE 

standard. For fair comparisons, all simulations are done using 

the same code rate and length. The BER performance of the 

code directly relates to length and configuration of the impulse 

response. Unlimited configurations of impulse responses can 

be used through encoder construction. However, the impulse 

responses considered are selected so that they satisfy the 

requirements were illustrated in the research. Consider two 

non-recursive convolutional encoders with two generator 

sequences g1 = [1 0 0 1 0 1 0 0 0 0 0 0] and g2 = [1 1 0 0 0 0 0 

1 0 0 1 1]. The length of each sequence is 12 and the linear 

combination is g = [1 1 0 1 0 0 1 0 0 0 1 0 0 0 0 1 0 0 0 0 0 1 0 

1]. If the number of zero inputs, Li and the data bits, k are set 

to 0 and 12 respectively, then the corresponding code length is 

36 bits and the code rate is exactly 1/3. Fig. 8 shows BER 

performance when QPSK modulator is used. It can be seen 

that the BER performance of the proposed code is identical to 

that achieved by LDPC block encoder (standard encoding 

method). Also, the curves show that the proposed code 

achieves much better BER performance than the un-coded 

signal and the code that is generated using the parity-check 

matrix considered in the IEEE 802.16 standard. These results 

indicate that the proposed structure can be applied to provide 

improved codes of the LDPC codes. 

Another construction of the proposed codes is performed 

using generator sequences of g1 = [1 0 0 1 0 1 1] and g2 = [1 1 

0 0 0 0 1] with a corresponding linear combination of g = [1 1 

0 1 0 0 1 0 0 0 1 0 1 1]. The convolutional encoder is equipped 

with a sequence of zero inputs of 6 bits. So, the generated 

code has a length of 48 bits, comprising three streams: 12 bits 

as an information, 24 bits as parity bits corresponding to the 

information, and 12 bits as parity bits come from using a 

sequence of zero inputs of 6 bits. The decoding performance 

of the proposed code with irregular LDPC code are depicted in 

fig. 9. In this case, the code length is 48 bits and the code rate 

is exactly 1/4.  

 

 

It has been shown that, among various LDPC codes, 

irregular DPC codes achieve the best BER performance. 

However, Fig. 9 shows that the BER performance with SLC-

LDPC code is better than irregular LDPC code, as well as 

regular LDPC code. There are several factors behind this 

significant improvement in the BER performance: 1) the 

proposed code has a large minimum distance. 2) the 

constructed parity-check matrix has good randomness and 

irregular construction. 3) the Tanner graph is characterized by 

a large girth. 4) the zero inputs inserted at the decoder 

significantly increase the SNR of the received code, as they 

represent a received message with no error probability. 5) By 

the process of adding zeroes, variable nodes that have a low 

number of edges are avoided 6) the decoder uses a matrix of 

size (24 x 48) instead of (24 x 36), this leads to a better 

decoding performance because the performance of LDPC 

decoder directly relates to the size of parity-check matrix. In 

LTE, the turbo encoder adds 12 bits to the code as trellis 

termination, this means, for the smallest block size of 

information (k=40 bits), the corresponding turbo code is 132 

bits, and for k=12, turbo code has a length of 48 bits.  
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One of the main objectives of this research is to find an 

efficient short length code that can outperform the turbo codes 

used in LTE in terms of performance and complexity. 

Therefore, it is necessary to evaluate the performance of the 

proposed code at the small code lengths and then compare the 

results with those of turbo codes. If the zero inputs are set to 6 

bits, the parity bits added to the proposed code are 12 bits and 

the generated code will be comparable to that of the turbo 

code. Fig. 10 shows the BER performances of SLC-LDPC 

code and turbo code when k=12 bits and the corresponding 

code length is 48 bits, while impulse responses used are g1 = 

[1 0 0 1 0 1 1] and g2 = [1 1 0 0 0 0 1]. It can be seen that 

SLC-LDPC code achieves a good BER performance and also 

outperforms LTE turbo code as well as irregular code when 

they are simulated under the same conditions. The BER 

performances obtained by using impulse responses of g1 = [1 

0 0 1 0 1 1 0 0 0] and g2 = [1 1 0 0 0 0 0 1 0 1] when the 

information bits are set to 24 and 40 bits are shown in fig.'s 11 

and 12 respectively. The two figures also show that the SLC-

LDPC code is able to provide better performance than a turbo 

and irregular codes. 

VII. CONCLUSION 

Despite LDPC codes can provide significant advantages in 

terms of complexity and delay, achieving LDPC codes with 

low complexity and low delay at short block lengths remains a 

challenge. In this work, we proposed a short length code based 

on a convolutional encoder and LDPC decoder. The parity-

check matrix used in the decoder was derived from the 

generator matrix of the convolutional encoder. Several 

constraints were considered through designing the generator 

matrix at the encoder in order to make the parity-check matrix 

simple and efficient. All simulation results were obtained 

using an AWGN channel, QPSK modulation schemes, and 

sum-product decoding algorithm. The proposed code was 

evaluated and compared with that of regular and irregular 

LDPC codes as well as turbo codes which are used in the LTE 

standard. Three significant issues are targeted by this code, 

BER performance, delay, and complexity. We analytically 

demonstrated that the proposed structure can significantly 

reduce computational complexity and delay of encoding by 

using a convolutional encoder instead of using LDPC block 

encoder. While delay and complexity of the decoder are 

reduced by constructing an improved generator matrix so that 

the parity-check matrix constructed can achieve these 

requirements. Moreover, BER performances depicted in the 

figures showed that the proposed code, at a BER of (1 x 10-5), 

outperforms regular and irregular LDPC codes by 0.4 dB at 

code rates 1/3 and 1/4 respectively, and outperforms turbo 

code by 0.2 dB. 
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